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Abstract 

One of the assumptions in Ordinary Least Squares (OLS) in estimating regression parameter is lack of multicollinearity. If the 

multicollinearity exists, Partial Least Square (PLS) and Principal Component Regression (PCR) can be used as alternative 

approaches to solve the problem. This research intends to compare those methods in modeling factors that influence the Human 

Development Index (HDI) of North Sumatra Province in 2019 obtained from the Central Bureau of Statistics. The result indicates 

that the PLS outperforms the PCR in term of the coefficient of determination and squared error. 
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1. Introduction 

Human development is defined as a process of expanding people's choices (enlarging people's choice). Human 
develoment index a country or region can be measured by a value named HDI. There are three basic dimensions of 
HDI namely a long and healthy life, knowledge, and a decent standard of living. The standard are usually interpreted 
in four indicators, namely life expectancy at birth, expected years of schooling, average length of schooling and per 
capita expenditure. Currently, the Indonesian government still struggles for various problems in the implementation of 
human development such as limited facilities and infrastructure, employment opportunities and poverty levels (Sagar 
& Najam, 1998; McGillivray& White, 1993). 

HDI components or variables tend to have a fairly high correlation or contain multicollinearity (Ranis, et al., 2006; 
Dias, et al., 2006). The use of the least squares method to estimate multiple linear regression parameters whose data 
contains multicollinearity will produce estimates that are not unique and the resulting model is inaccurate (Khan, et. 
al., 2018; Yeniay&GÖKTAŞ, 2002; Wold, et. al., 1984). 

One of the methods used to model the relationship between the dependent variable and the independent variable is 
called linear regression analysis. In linear regression, ordinary least squares is a method widely used to estimate the 
parameter model. OLS works by minimizing the sum of the squared errors. One of the assumptions in OLS in 
estimating regression parameter is lack of multicollinearity.There are several ways or solutions that can be used in 
overcoming the problem of multicollinearity, including the PLS and PCR methods. 

This study  utilizes PLS regression to develop a linear model for HDI data in North Sumatra in 2019 obtained from 
the Central Statistics Agency (BPS). PCR and OLS are also implemented as a comparison to PLS in a quiring the best 
model prediction for HDI. Some variables used as independent variables comprise of life expectancy at birth, expected 
years of schooling, mean years of school, expenditure per capita, number of residences, Puskesmas ratio, poverty 
resident, open unemployment rate, number of hospitals, Puskesmas accreditation percentage, number of Puskesmas 
that provide occupational health services and presentation of Puskesmas with standardized services. 
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2. Literature Review 

2.1.Linear Regression 

Multiple linear regression is a statistical analysis that generally used to determine the relationship between two or 
more independent variables and dependent variable. It mathematically can be expressed as follows: 

                             (1) 
Where, 
     : dependent variable with the observation of , for             number of observations 
             : regression coefficient or regression parameter 
              : independent variable 
     : error-term 
Ordinary Least Squares (OLS) regression is a generalized linear modelling technique that may be used to model a 

single response variable which has been recorded on at least an interval scale. OLS is a technique that is used to 
obtain ̂. The OLS procedure minimizes: 
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In the OLS method there is one assumption that is used, namely there is no relationship between the independent 

variables which is called multicollinearity. Multicollinearity is a problem because it can increase the variance of the 
coefficient estimates and make the estimates very sensitive to minor changes in the model. The result is that the 
coefficient estimates are unstable and difficult to interpretation (Cherchye&Abeele, 2005; Williamson, 2005). 

2.2.Partial Least Square  

PLS is a method for constructing predictive models when the number of factors included is very large and highly 
correlated (Ramzan & Khan, 2010). The PLS regression model with   components can be written as follows: 

                     (4) 
where   is independent variable,    is the regression coefficient   to    , and                 is the 

principal component of   which is not correlated with each other, (         )provided that the PLS 
component  is orthogonal.  The first PLS component (  )represents the linear combination of the variable   that is 
most linearly correlated with the response variable  . 

                       (5) 

    
   (    )

√∑     (    )
 
   

  
(6) 

where: 

    (   )   
 

 
∑(    ̅)(    ̅)

 

   

 (7) 

Simple regression between   and component 1(  ), can be expressed as follows, 
 

          (8) 
where,   is a regression coefficient and   is error term. 
The second PLS component (  ) which is also linear combination of the variables   , is not correlated with    (the 

contribution of new information) and best explains residual  . It represents the most linearly correlated with response 
 . 
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where,    is the residual regression of       on the first component(  ). 
Multiple regression between  , component 1 (  ) and component 2 (  ), is expressed as follows: 

               
 

(11) 

Where      : regression coefficient     is residual (error). 
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Furthermore, if the component is not enough, building component is done until reaches a maximum of  . The 

component is built from   up to     , as in the formation of the previous component where the significant variables Y 
in explaining   at             . 

 

                       (12) 

The calculation of the PLS component stops when there are no more independent variables building the PLS 
component. 

2.3.Principal Component Regression 

PCR is a technique for analyzing multiple regression data that suffer from multicollinearity. When multicollinearity 
occurs, least squares estimates are unbiased, but their variances are large so they may be far from the true value. By 
adding a degree of bias to the regression estimates, principal components regression reduces the standard errors 
(Donatos&Mergos, 1991; Roozbeh&Arashi, 2016; Wang, et al., 2015). 

The main component is the technique of changing most of the original correlated variables with a set of 
independent variables. The principal component regression model is as follows: 

 
                      (13) 

where           are the main components used in principal component regression analysis, where the number 
of quantities m is smaller than the number of variables  .    is a constant,           is a regression parameter, and 
  is the dependent variable. 

The main component is a linear combination of the standard variable (Z), namely: 
 

                       
                       

  
                       

(14) 

with the estimated principal component regression equation is as follows: 
 

                      (15) 
Where   is constant,           are regression parameter, and            are \ the standardized variable. 

3. Research Methodology 

This study utilizes data from BPS North Sumatra .The data consist of one dependent variable, namely the Human 
Development Index (HDI) and some independent variables in the form of: 

1. Life expectancy at birth(  ) 
2. Expected years of schooling (  ) 
3. Mean years of school(  ) 
4. Per capita spending (  ) 
5. Number of residents (  ) 
6. Puskesmasratio(  ) 
7. Povertyresident(  ) 
8. Open Unemployment Rate(  ) 
9. Number of hospitals(  ) 
10. Puskesmas accreditation percentage(   ) 
11. Number of Puskesmas that provide occupational health services(   ) 
12. Presentation of Puskesmas with standardized services(   ) 

 
The statistical analysis is conducted by employing software R where the procedure can be itemized as follows: 

1. Preparing the data 
2. Performing some statistical test dealing with assumption of linear regression 
3. Implementing OLS, PLS and PCR successively to find a model prediction of HDI  
4. Comparing the MSE and R

2
 values to conclude the best method. 

4. Results And Discussion 

4.1. Statistical Test 

There are several statistical tests used in this analysis, namely normality test, autocorelation test, heteroscedasticity 
test and multicollinearity test. The normality assumption needs to be considered for validation of data presented in the 
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literature as it shows whether correct statistical tests have been used. Based on the   output, the value of the 
Kolmogorov-Smirnov test is 1 and the P value is             . This shows that the HDI data for North Sumatra 
Province in 2019 is normally distributed. Next is autocorelation test, based on the   output, the Durbin-Watson (D) 
value is 1.45. The value of   and   with a significance level of 0.05, with number of observations is 33, and K=12, 
equals to    = 0.66 and    = 2.48 . Since the value of D = 1.4 means, there is no negative autocorrelation. Afterwards 
heteroscedasticity test, heteroscedasticity is can be detected by looking at the pattern of dots on the regression plots. If 
the points spread with an unclear pattern above and below the number 0 on the Y axis, there is no heteroscedasticity 
problem. The following output plot from the R program is shown in Figure 1. 

  

 Figure1. Heteroskedasticity Plots 
 
Based on Figure 1, it can be seen that the points spread with an unclear pattern above and below the number 0 on 

the Y axis, so there is no heteroscedasticity problem. The last is multicollinearity test, the multicollinearity between 
dependent variables can be detected by the value of VIF .The result shows the variable  , namely the number of 
hospitals contains multicollinearity as the VIF value equals to 18.81 which is greater than 10. 

4.2. Multiple Regression Model 

Regression analysis aimed to determine the relationship of the independent variables to the dependent variables.The 
linear regression equation obtained can be written as follows: 

 ̂                                                                         

                                                                

               
(16) 

Based on the equation (16), it can be seen that as independent variables 
                               increase the value of the HDI also increase. On the other hand, HDI will decrease 
as    and     increase. Actually, based on the analysis, only variable     which is proved significantly influenced the 
HDI. 

4.3. Partial Least Square 

Before determining the PLS component the coefficients that will be used for the conversion of the PLS model to the 
linear regression model have to be found. The PLS component represents the linear combination of the    variables 
that is most linearly correlated with the   response. Based on information criteria and Fit statistics in output R, it can 
be seen that R

2
 started to stabilize at component 7. Therefore, it can be concluded that The PLS regression equation 

can be formed as follows: 
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(23) 

 
Based on the equation (17)-(23), linear regression model is converted, as follows: 
 

 ̂                                     (24) 

 ̂                                                                      
                                 

(25) 

 ̂                                                                   

                                                     

                       
(26) 

After obtaining the predicted linear regression results, it is necessary to check whether the data still contains 
multicollinearity or not. Because the values of          then it means that there is no multicollinearityin the 
model. 

4.4. Principal Component Regression 

Principal component analysis was carried out to obtain principal components and principal component scores which 
were useful as independent variables in PCR. The first step is to look at the communality value which shows how 
much variance can be explained by the components formed. The results of the variance can be shown in the Table 1. 

 
Tabel 1. Final Communality Estimates 

                                       

0.826 0.573 0.031 0.271 0.147 0.837 0.058 0.738 0.101 0.686 0.409 0.917 

 
Table 1 shows that the value of the existing variables has a meaning, namely how many percent of the variance of 

the variable can be explained by the components formed. 
The next step is the Eigenvalues of the Correlation Matrix. In factor analysis there are several components which 

are variables. Each factor represents the variables analyzed. The ability of each factor to represent the analyzed 
variable is indicated by the magnitude of the variance described, which is called the eigenvalue. Eigenvalue shows the 
relative importance of each factor in calculating the variance of all analyzed variables.  

From the output R it can be seen that the eigenvalues below 1 cannot be used in calculating the number of factors 
formed, so the factoring process should stop at only three factors. Eigenvalue in variable    (life expectancy at birth) 
of 5.18 means that this factor can explain 43.20% of the total cumulative, variable    (expected years of schooling) of 
1.86 which means this factor explains 58.72% of the total cumulative and variable    (mean years of school) of 1.32 
which means this factor explains 69.68% of the total cumulative. 

The next step is to find the value of the component scores that are formed to form the principal component 
regression equation. The score of this component will determine the number of variables that will be formed to replace 
the variables,                                           with new variables. 

The main component regression equation formed is as follows: 

                                                                    

                         
(27) 

                                                                       

                           
(28) 

                                                                        

                          
(29) 

 
After the component scores are formed, the next step is to determine new variables to replace the 

variables                                        . The formation of the components formed by standardizing 
all variables and multiplying by the main component scores.  

The main component regression is found by regressing with a new variable, namely the main component variable. 
Thus, the principal component regression model built for this case is: 

 

                      (30) 
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Then the equation model formed in Table 2. 
 
 
 

Table 2. Y Output of  Principal Component 

Variable 
Estimation 
Parameters 

TOL VIF 

(Intercept) 70.5730 . . 
Factor 1 -1.7311 1 1 
Factor2 -1.5185 1 1 
Factor3 -0.0536 1 1 

 

 ̂                                      (31) 

 ̂                                                                  

                                                          
(32) 

 
After obtaining the predicted linear regression results, it is necessary to check whether the data still contains 

multicollinearity. By looking that the values of           which means that there is no multicollinearity. 

4.5. Comparison between PLS and PCR 

In selecting the best method, the coefficient of determination (R
2
) and Mean Square Error (MSE) are compared 

with each of PCR and PLS as shown in Table 3. According to the table, in term of both R
2
 and MSE, PLS outperforms 

PCR as the coefficient determination of PLS equals to 0.98 which is meant that as much as 98% variance in HDI can 
be explained by the factors included in this research.  The lower MSE of PLS indicates the better performance of 
prediction model resulted by PLS than PCR 

Table 3. R
2
 and MSE Value 

Methods R
2 

MSE 

PCR 0.2462077 15.9193137 
PLS 0.9814423 0.3919194 

5. Conclusion 

The estimated linear regression equation obtained from the application of the two methods in the case of the HDI of 
North Sumatra Province in 2019 is as follows: 

 ̂                                                                     

                                                                

            
 ̂                                                                    

                                                          
By comparing PCR and PLS methods in term of the coefficient of determination and squared error it can be declared 
that PLS method is better than PCR method for overcoming the problem of multicollinearity and producing model 
prediction for HDI of North Sumatera in 2019. 
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