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Abstract

Risk is a hazard or consequence that can occur in an ongoing process or future events. As the party responsible for assuming and
managing risks, the insurance company must be prepared to provide compensation in the event of claims; otherwise, they may
face bankruptcy. Hence, it is important to understand the characteristics of risks handled by the insurance company. The risk's
characteristics can be analyzed through the distribution model of previous-period claims. The sum of aggregate claims over
several periods forms the aggregate claims distribution. The aggregate claims distribution used to determine the amount of pure
premium and gross premium that must be obtained by the insurance company. In this research, the determination of distribution
model estimation was examined for data cases on aggregate claims of life insurance in Indonesia 2016-2020. The result of this
research conduct that the appropriate distribution model is the inverse Gaussian 3P distribution (three parameters).
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1. Introduction

Risk is a hazard or consequence that can occur in an ongoing process or future events (Hanafi, 2016). Life
insurance is among the services provided by insurance companies. Life insurance is insurance that aims to cover a
person from unexpected financial losses caused by the death of a person too soon or his life is too long (Hasan,2014).
The insured party will pay a premium as a payment for the coverage, and the amount of the premium has been
predetermined and agreed upon by both parties. In the event that the insured party faces a disaster resulting in loss of
life (death), the life insurance company, as the risk insurer, will pay a set of claims based on the agreed-upon amount.
A claim is compensation for a risk of loss (Bowers et al., 1997). Insurance companies, as institutions that provide
assurance and manage risks, must be prepared to provide compensation in the event of a claim by insurance
participants; otherwise, the insurance company could face bankruptcy (Riaman et al., 2013).

Several previous studies have examined insurance risk. Arrow (1971) obtained the optimal solution for the
undesirable consequences of no risk transfer at all, or total risk transfer, his analysis proposed partial risk transfer, or,
coinsurance, where the insurer pays a certain proportion of the loss. Dassios & Embrechts (1989) suggested the Davis
method, to ensure that Davis theory can be used for more realistic insurance model analysis, it is important to
understand in detail its scope and flexibility. Feng (2023) discussed four risk management techniques commonly used
in practice, namely risk avoidance, risk retention, risk transfer, and risk mitigation. Utility theory is introduced and
used to explain why certain insurance product designs have become popular to meet risk management needs.

Therefore, it is very important to understand the character of the risks handled by the insurance company. The
character of risk can be studied based on the distribution model of claims that occurred in previous periods. The
accumulation of aggregate claims over several insurance periods can form a probability distribution known as the
aggregate claim distribution. The distribution of aggregate claims can be used to predict the average value of
aggregate claims that occur over a period of time.

2. Literature Review

Riaman (2013) in his article, analyzed collective risk in credit life insurance using an aggregated claim model. In
the paper, he explained the utilization of the Collective Risk Model in credit life insurance to measure the risks faced
by insurance companies. In credit life insurance, if a debtor passes away, the insurance company is responsible for
refunding the remaining credit issued by the bank. In this context, the insurance company must pay close attention to
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the risks arising from the bank during the insurance period, as neglecting these risks could lead to losses. Therefore,
the Collective Risk Model is employed to measure the risk by forming an aggregated claim model based on extensive
individual claim data and the number of claim occurrences.

The results of applying the Collective Risk Model to life insurance companies indicated that the aggregate claims
model for credit life insurance follows a compound negative binomial distribution. The extent of risk borne by the
insurance company depends on the magnitude of individual claims and the number of claims that occur during the
insurance period. Overall, the analysis in the paper demonstrates the use of the Collective Risk Model as a tool for
measuring risk in credit life insurance. By understanding risks characteristics, insurance companies can take
appropriate steps in risk management and selecting suitable premium rates.

3. Materials and Methods
3.1 Materials

The main problem in this research is the estimation of the aggregate claims distribution model of life insurance
based on aggregate claims data of life insurance in Indonesia from 2016 until 2020. The type of data is secondary data
in which obtained from the official website of the Financial Services Authority (OJK), Indonesian Insurance Statistics
of 2020. The aggregate claims data is analyzed, so that can be known the probability distribution which is appropriate
with aggregate claims data. The determination of aggregate claims distribution is assisted with Easyfit version 5
through the conformity distribution test, Kolmogorov-Smirnov dan Anderson-Darling. Then the appropriate
distribution determined for its mean by using the maximum likelihood estimation method and its variance by using
the approach of exponential family distribution. Both mean and variance of a distribution are utilized in further
calculations to determine the gross insurance premium.

3.1.1 Insurrance Risk Model

In risk underwriting, insurance companies must understand the characteristics of the risks they managed, so that
they can avoid losses. The characteristics of risk can be studied through insurance risk models. An insurance risk
model is a mathematical equation used to calculate the potential losses that may occur for an insurance company. In
statistical-mathematical studies of insurance risk, the risk is modeled through an equation that follows a certain
probability distribution, from which the parameter values can be estimated. These parameter values serve as
references for predicting the characteristics of the risk. There are two approaches to insurance risk modeling,
individual risk models and collective risk models. The collective risk model assumes that it is a random process that
generates insurance contract claims. In essence, the collective risk model is quite similar to the individual risk model,
especially in terms of assumptions made, such as assuming independent random variables for the claim sizes, constant
currency values, and closed risk models. In the collective risk model, the fundamental concept is the random process
that generates claims from the portfolio of policies. This process has the characteristic that the portfolio is viewed as a
whole and not on an individual basis. In the field of insurance, the collective risk model can be viewed as the total
claims, which are defined as:

S=X;+X, + -+ Xy. (1)

In the equation X; represents the size of the i-th claim, and N represents the number of claims (non-negative
integers). If there are no claims, then N = 0. N is a discrete random variable that influences the aggregate claim
amount (Bowers et al., 1997). In the collective risk model, risk characteristics can also be studied through the
aggregate claims model. The aggregate claims model is defined as:

n

i=1
The aggregate claims model is used to determine mean or expected value of total claims E(S) and its variance
Var(S), through the test of distribution suitability and parameter estimation.

3.1.2 Inverse Gaussian 3P Distribution

The inverse Gaussian distribution is a distribution that describes the first passage time of a Brownian motion. The
inverse Gaussian distribution shares some properties analogous to the Gaussian (Normal) distribution. The probability
density function of the inverse Gaussian distribution with parameters u and A, denoted as X~IG (u, A) is as follows:

1
_ A \2 —A(x — w)? ©)
fOsmA) = <2nx3> exp( 2uPx
(Folks dan Chhikara, 1978).

The probability density function for the three-parameter inverse Gaussian distribution, X~IG(u, A,y), is as
follows:
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With x > 0, u > 0 representing the mean or expectation, A > 0 as the scale parameter, and y > 0 as the location
parameter with y < x < oo, The scale parameter A describes the density or spread of the inverse Gaussian distribution.
A larger value of the scale parameter results in a wider distribution. On the other hand, the location parameter y
represents the shifting of the distribution curve to the left or right.

3.2 Methods

The distribution of aggregate claims is determined with Kolmogorov-Smirnov and Anderson-Darling's goodness
of fit test. The aggregate claims distribution conformity test is a test of the hypothesis that the aggregate claims
collection data has a certain distribution. The selection of the distribution which is the most appropriate with the
aggregate claims data is determined by selecting the distribution that has the smallest statistical value of the
Kolmogorov-Smirnov test and the smallest statistical value of the Anderson-Darling test or the distribution that has
the highest rank in Easyfit table of distributions. Furthermore, the mean and variance of the selected distribution
model are estimated. The Maximum Likelihood Estimation (MLE) method is used to determine the mean, while the
approach of the exponential family distribution is used to determine its variance.

3.2.1 Kolmogorov-Smirnov test

The Kolmogorov-Smirnov test is a statistical test used to determine whether a sample distribution comes from a
population with a specific data distribution or follows a particular statistical distribution. It assumes that the sample
consists of random variable values from a population with a continuous distribution. The Kolmogorov-Smirnov test
compares the cumulative distribution frequency of the observed data (sample) with the theoretical cumulative
frequency of the assumed distribution. One of the advantages of the Kolmogorov-Smirnov test is that it does not
require categorical data like the Chi-Square test. This test can be applied to single (continuous) data and can be used
with small sample sizes. The statistics of the Kolmogorov-Smirnov test are defined as follows (Mood, Graybill and Boes
1974):

D = max|Fg(x;) — Fe(x)] (%)
withi =1,2,....,n,
Fs(x;) : cumulative sample frequency, and
F(x;) : cumulative theoretical distribution frequency.
3.2.2 Anderson-Darling test

The Anderson-Darling test is a common goodness-of-fit test used to determine whether a sample comes from a
specified distribution. This method tests the hypothesis that the sample has been drawn from a population with a
specified continuous probability distribution function (Press et al., 1992). The Anderson-Darling test exhibits better
sensitivity compared to the Kolmogorov-Smirnov test. The Anderson-Darling test generally compares the theoretical
distribution function with the observed data distribution function (sample). This test places more emphasis on the tails
of the distribution. Anderson-Darling Test. The statistics of the Anderson-Darling test are defined as follows:

1 n
W2 =—n— gZ(Zj =D [Iny; +In(1 —upy_j4q)] (6)
=

3.2.3 Maximum Likelihood Estimation

Maximum Likelihood Estimation (MLE) is a method used to estimate one or more population parameters from
observed data (sample) in a way that maximizes the likelihood of obtaining that observed data. According to Casella
and Berger (2002), if X, ..., X, a sample that is identically and independently distributed (I1ID) from a
population with a probability density function f(x|64,...,0;), then its likelihood function is defined as
follows:

L(O) = L(64, ..., 0| X1, ..., xp)

= f(x1101, o, O1) f (X210, e, O) o f (X016, ., O)
= H?=1f(xi|91: s 01, (7)
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where 8; are unknown parameters and 6_i € S, i = 1,2,...,k. When a set of observations x;, x5,..., X, IS
given, a value 0 € S that maximizes the likelihood function L(0) is called the parameter estimate 6. The value 0 is
the one that satisfies the following equation:
f(xl‘xz"' Xn|9) - QESf(xLXZ"-'fxnle)- (8)

3.24  The Approach of Exponential Family Distribution

The method of moments for the exponential family of distributions is an estimation method used to estimate the
population mean and variance of a distribution. A distribution is considered a member of the exponential family or
Exponential Family (EF) if its probability density function can be written as:

Ox —b(6
f(x;0) = exp (%* c(x,¢>> ©)

with a¢, b(0) and c(x, ¢) are real-valued functions, and c(x, ¢») is a function that contains a logarithm. If ¢ is
known, the exponential family distribution function f(x; 0) is a distribution function with the canonical parameter 6
(McCullagh and Nelder, 1989). The parameter estimation to determine the mean and variance of a distribution that
belongs to the exponential family of distributions, as shown in equation (9), is as follows:

L(O) = f(x;6)
L(6) = exp (tgx;—(:(g) + c(x, ¢))
<0x — b(0) )
InL(0) = Inexp b +c(x, )
I L(g) = 6x — b(0)
nL( )—T"'C(X'({b)-

s(0) = ;—gln L(6)

d [8x —b(6)
s(9) = 30 T + c(x, ¢)]
x — 2 [b(6)]
5(9) = T
d
x — =7 [b(6)]
Ex[5(0)] = By |—25—— 5 |=0
Ex[X] — 2 [b(6)]
20 _
ad B
0
EX] = == [b(O)]. (10)
0
=4 b (6
Vary(s(0)) = Vary 62(15 ©)
1 Var(X
VarX(s(H)) = @)’ VarX( [b( )]) = %()2)
-2 @] #b©)]

a¢ a¢
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9 =57 [b(6)]
~Ey |2550)| = B | 28— 5

d
Vary(s(9)) = —Ex [ﬁs(e)]

2
Var(X) % [cb(0)]
(ad)? ~  ad

2

262

Var(X) = a¢ [b(8)].

(Rothman, 2021).

4. Results And Discussion

4.1 Distribution Conformity Test

obtained in Table 1 and Table 2.

Table 1 Kolmogorov-Smirnov test results for five distribution candidates

121

1)

Based on the results of the Kolmogorov-Smirnov and Anderson-Darling goodness of fit tests, the results were

Kolmogorov-Smirnov

# Distributions Statistics Critical Value o

p-value Decision
Value (e = 0.05)

56 Wakeby 0.96393 0.19876 0.56328 Accepted

28 Invers Gaussian 3P 0.94805 0.20812 0.56328 Accepted

15 Frechet 0.90333 0.22899 0.56328 Accepted

35 Log-Logistic 0.87158 0.24092 0.56328 Accepted

19 Gen. Extrem Value 0.86836 0.24204 0.56328 Accepted

distributions.

Table 2 Anderson-Darling test results for five distribution candidates

From Table 1, it can be observed that the aggregate claims data meet the criteria for all five candidate

Anderson-Darling

# Distributions o Critical Value o

Statistics Value Decision
(¢ = 0.05)

56 Wakeby 3.6029 2.5018 Rejected

28 Inverse Gaussian 3P 0.3409 2.5018 Accepted

15 Frechet 2.8929 2.5018 Rejected

35 Log-Logistic 3.9795 2.5018 Rejected

19 Gen. Extrem Value 0.8080 2.5018 Accepted

3P distribution and the General Extreme Value distribution.

distribution which is appropriate with aggregate claims data ordered by its rank shown in Tabel 3 as follows.

From Table 2, it can be observed that the aggregate claims data only meet the criteria for the Inverse Gaussian

Based on the results of the goodness of fit test in Table 1 and Table 2, it can be concluded for the probability
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Table 3 Goodness of fit test outputs for aggregate claims distribution

Kolmogorov-Smirnov Anderson-Darling
# Distributions _ i _ i
Statistics Ranking Statistics Ranking
28  Inverse Gaussian 3P 0.2081 2 0.3409 1
19  Gen. Extrem Value 0.2420 5 0.8080 4

Based on the results of the Kolmogorov-Smirnov test and the Anderson-Darling test, it is known that the
probability distribution that appropriate with the aggregate claims data is the Inverse Gaussian 3P distribution. The
Inverse Gaussian 3P distribution give the second lowest statistical value of the Kolmogorov-Smirnov test which is
0.20812 and give the lowest statistical value of the Anderson-Darling test which is 0.34099. The Inverse Gaussian 3P
distribution ranks second highest for the statistical value of the Kolmogorov-Smirnov test and ranks highest for the
statistical value of the Anderson-Darling test.

4.2 Claims Aggregate Distribution Model

Based on the estimation results of the claim aggregate distribution using Easyfit version 5, the probability
distribution that appropriate with a set of life insurance aggregate claims data is the Inverse Gaussian 3P distribution
with the probability density function denoted as equation (3) as:

p Ax —y — p)?
2 -2 P 22 —y)

The parameter values for the Inverse Gaussian 3P distribution obtained from the output of the goodness-of-fit test
using EasyFit version 5 are A = 2,4492 - 10!, u = 2,2287 -10'3, y = 2,3782 -10*2. The loss model
distribution based on the probability density function of the Inverse Gaussian 3P distribution that has been
parameterized is:

fOoudy) =

2,4492 - 10%°(x — 2,466 - 1017)?

=1,9873 - 10° exp —
f(x) exp 9,9342 - 10%6x — 2,3625 - 103°

(12)

4.3 The Estimation of Mean and Variance Model Distribution

4.3.1 Mean Estimation for Inverse Gaussian 3P Distribution
Mean estimation for the Inverse Gaussian 3P distribution is performed using the maximum likelihood estimation
method as follows:

LwAy) = D [/1% (2m)72 (x; — )2 exp — %}
= 22(2m)"2 Lll[(xi — ) Zexp _%i W
InL(u,4,y)=1In A7 +1n(21)72 + In (B(xi _ y)‘%> +1n <exp 3 2/17 ; W)

Li[(xi—w—u]z

2u? = (xi—v)

n n 3n
InL(u,A,y) = Eln/l —Eln 21T —TZln(xi -y) —
i=1

(i =) —wl® _ i =) = 2pCx —y) + 42
(x;i—v) (x;—vy)
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(xi —=y)*  2u(x; —v) p?

D )

2

=(xi—}’)—2/l+(xi_y)

n

InL(wAy) = oInA——In(2m) 3nil( ) ’12( )+ AN
n /Y =—-InA——-In(4m) — — n(x; — —_——_— X: — - =
wAY 2 2 2 & i~y 2442 £ i~Y y 2i=1 =7

1w A
(’)lnL[f(xl-;#,/l,y)]= [_Wziﬂ(xl Y)+7__ 1(X—V)]

u du

OInL[f(x; u,Av)] _ A2z (i —v) _n

3 2

ou U u
dInL[f(x;; 1, A,7)]
=0
ou
A (i —y) nad
- — =0
u U
A= (x;—y) nd
TR
Y —y) _
u
_ Yic (i —v)
n
— Z‘{L:lxl' - Z?Zly
n
— Z?:lxl' _ ﬂ
n n
p=x-y (13)

4.3.2 Variance Estimation for Inverse Gaussian 3P Distribution
Mean estimation for the Inverse Gaussian 3P distribution is performed using the maximum likelihood estimation

method as follows:

v — N2

lnf(X)=1n)l%+ln2n'%+1n(x_y)—%_%
_ 2

1nf(x):—H —In A——anH——]n(x_y)

f(x)=exp< A(Z—'u_zy}+i Z(A——) —InA—= 1n2n—%1n(x—y)>
bx—y) _ Ax—v)
ap 2uz
Ax—y) 2

f(x)=exp<—2—'uz+ lnl——ln2n——ln(x—y)>

It 2(x—y)
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1
0(x—y)—202 1 1 1 3
f(x) = exp (x —yZ)Qb 2+2¢(x_y)+§1n/1—zln2n—zln(x—y)
0( ) 29l
—y) — 262
() = exp| = _y2¢ +c(Gx=7),9)

1
ob(8) 902 11
ESI=g =255 =07=7
2

1
) 1
9°b(0) 0072 % (14)

Var(S) = a¢ FrT 50 = ¢p0o 2.

5. Conclusion

Based on this research, the estimation of life insurance aggregate claims distribution model, the distribution
which is appropriate with a set of data aggregate claims of life insurance in Indonesia is Inverse Gaussian 3P
distribution. The estimated mean p using the maximum likelihood method is denoted as x — y, and its variance

3
Var(S) estimated using the exponential family distributions approach is denoted as ¢6 2. The estimation of the
mean and variance is used for determining the amount of pure premium and its variance that life insurance companies
in Indonesia need to provide.
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